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Processes with Specified Gain and Phase Margins 
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ABSTRACT 
An on-line computing and control design method is proposed in this literature for multivariable processes. 

Systematic computing procedures and tuning rules are developed for finding pre-compensators and 
proportional plus integration with lead compensators. The performance of the compensated systems can be 
evaluated by keeping wanted bandwidth, phase margins and decoupling characteristics. No iteration for 
computing parameters is needed. Parameters of PI/Lead compensator can be retuning if they are necessary. 
Three numerical examples are provided to illustrate the proposed method giving better performance and 
robustness than those of other on-line computing and control methods. 
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Ⅰ. Introduction 
The proportional-integration-derivative (PID) 

controllers have been used widely in industry due to 
robustness and simplicity. It is well-known that PID 
controllers have dominated applications for 60 
years, though there has been a lot of interest in 
research into and implementation of advanced 
controllers. On-line computing and tuning controls 
are generally applicable for slow industry processes 
and can be retuning. Ǻström and Hägglund[1-3] 
identified the ultimate process information from a 
relay feedback where the process is activated by the 
relay. Based on the identified information, 
parameters of PID controllers can be tuned by many 
developed techniques[4-7]. The choice of studying 
PI controllers with Lead compensations and not 
PID controller in this work evolves from the fact 
that approximately 90% of industrial PID 
controllers have the derivative action turn off[8-10]. 
This is because of noisy measurement environment 
while faster system responses are wanted; i.e., very 
low frequency low-pass filter for noise rejection is 
not allowed. PI controllers usually suffer from 
wanted faster responses with high performance. 
Lead compensation can solve this problem. 
Therefore, lead compensators replace derivative 
parts of PID controllers. 

In this work a pre-compensator described by 
first order dynamic plus time delay model (FODPT) 
is first estimated and applied to decouple the 
multivariable processes, and then parameters of PI / 
Lead compensator are determined by gain / phase 
crossover frequency ( CRPCRG ωω / ) and phase / gain 
margin ( GM/PM ). Pre-compensator and PI / 
Lead compensator are basing on the information 
from identified process, and can be recomputed if 
they are necessary. Since the gain-crossover 
frequency of the system is closely related to the 
bandwidth of the closed-loop system, and the 
phase-margin is closely related to the performance. 
Therefore, the proposed method pays much more 
attentions about response time and performance 
than those of conventional on-line computing and 
control methods [1-10]. Fig.1 shows the on-line 
computing and control configuration of the 
multivariable process. P(s) is the pre-compensator, 
K(s) is the PI/Lead compensator, and relays, delays 
and real time computing block are used to force the 
closed-loop system to produce sustain oscillations 
and give information for computing CRPCRG ωω /  
and PM/GM.  

This literature is organized as follows. In 
Section II, on-line computing and controlling 
algorithm for decoupling the multivariable 
process is developed. In Section III, the 
developed method is applied to three 
multivariable examples with comparisons of other 
famous design methods[5,11]. It will be seen the 

proposed method gives better performance, 
robustness and decoupling properties than those of 
other mentioned on-line auto-tuning methods. 
 
Ⅱ. The Proposed Method 

Consider a general mm ×  multivariable 
process )(sG  of a feedback control system shown 
in Fig.1 and given a pre-compensator )(sP  defined 
as  
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=
= −

                (1) 

Then the multivariable system )(sG  is 
decoupled ideally with )(sP  for 
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Since )()( sPsG  is a diagonal matrix, the 
multivariable design problem becomes one 
single-input single-output (SISO) design problem. 

The compensator )(sK  shown in Fig.1 can be a 
diagonal matrix. Furthermore )(sP  and )()( sPsG  
are all stable for stable )(sG is considered. This 
implies )(sP  is realizable. The transfer function 
matrix of the closed-loop system with )(sK  and 

)(sP  is 
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The characteristic equation of the closed-loop system 
is  

{ })()()(det)( sKsPsGIs +≡Δ                (4) 

and 

m

m

D

Nip s
sT
sT

s
KsK

G
sGs )]([

1
1

))0(det(
))(det(1)( 1Δ≡

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+
+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +
+=Δ   (5) 

for )sT/()sT)(s/KK(I)s(K DNiPm 11 +++= . Then, 
one can solve 01 =Δ )s(  for finding parameters 

DNiP TTKK   and ,,  to give wanted performance 
with analyzing the root locations on polar plane. It is 
complicated and cannot be applied to on-line 
computing and control process. Gain margin ( GM ) 
and phase margin ( PM : in degree) are two 
performance indices to describe the performance of 
the compensated system. They can be applied easily 
to on-line tuning process. The values of PM  and 
GM  are maximal extra phase lag mp  and maximal 

gain multiplication mg  in loops to destabilize the 
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closed-loop system. The characteristic equation is 
modified with m p  and mg .  It is  
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for 180/mpj

m eg π−  added to the on-diagonal loops. 

    The phase margin is  PM  for one root of 
Equation (6) just crossing the imaginary axis with 
phase lag  mp  added in loop and 0.1 m =g . The 
magnitude of the crossing point in the imaginary axis 
is the gain-crossover frequency .CRGω  The found 
gain margin is GM  for two complementary roots 
just crossing the imaginary axis with gain 
multiplication m g  added in loop and  .0m °=p  The 
magnitude of the crossing points in the imaginary 
axis is the phase-crossover frequency CRPω . 

The pure phase lag is impossible to be 
implemented in time response for on-line computing 
and control. The time delay sTde−  can be used to 

replace phase lag 180/PMje π−  in Equation(6).  
The relay in loop always gives sustaining 

oscillation for stable process [1-3]. It gives the 
oscillating frequency CRω  for finding frequency 
responses of relays and )(sG . The relation between 
phase margin PM  and time delay dT  is 

CRdTPM ωπ =× 180/  Based upon this discussion, 
the proposed on-line computer and control structure 
is shown in Fig.1, and the characteristic equation of 
the decoupled closed loop system )()( sPsG  with 
relays and time delays is in the form of  
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where ,js CRω= m...,,2,1i =  and frequency 
response of relays are  

midt(t)eedt(t)enjN
T Ttj

i

T Ttj
iCRi ..,,2,1,)/()(

0

/2

0

/2 == ∫∫ −− ππω  

 (8) 
where )(tei  and )(tni  are input and output of the 
relay i respectively, T is the oscillating period and 

TCR /2πω = . Consider the closed-loop system with 
relays in loops only; i.e., mIsK =)( . The frequency 
responses of the relays and )()( sPsG  shown in 
Fig.1 can be written by following equations: 
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for 
mm IsKIR == )( , 0 , )()( tyte ii −= and (t).n(t)u ii =  

Equations (9a) and (9b) give 
/))j(Gdet(  )j(N CRPCRPi ωω  1))0(det( −=G for sustain 

oscillation. The oscillating frequency is the phase 
crossover frequency CRPω (i.e., cross -180°). This is 
the oscillating condition of the closed- loop system. 

 The characteristic equation of the closed-loop 
system is in the form of 
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The gain margin of the system can be evaluated 

as )j(NGM CRPi ω=  or  
 

.))(det(/)0(det( CRPjGGGM ω=  Eliminating the term 

)( CRPi jN ω  in Equation (10), the system gives gain 
margin .)( CRPi jNGM ω=  The closed-loop system 
is stable for 1>GM  and unstable for 1≤GM . For 
example, one must reduce the loop gain (e.g., 

1<pK ) to get stable system for 1≤GM . Equation (7) 
gives the gain margin )j(NGM CRω=  will be 
degraded for extra phase lag is added. The 
corresponding extra phase lag for 1=GM  gives the 
phase margin . PM  The oscillating frequency at 

1≡GM  is called the gain crossover frequency 

CRGω . Now, the characteristic equation becomes 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+
+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +
+=Δ −

1
1

))0(det(
))(det(1)( 180/

CRGD

CRGN

CRG

iCRGpCRGPMj
CRGi jT

jT
j

KjK
G
jGej

ω
ω

ω
ωωω π  

 (11) 
Therefore, gain/phase margins and phase/gain 

crossover frequencies can be found by introducing 
relays and time delays, and they can be used for 
on-line computing and control process. Taking the 
real and imaginary parts of Equations (10) and (11), 
four stability equations [17] are ready for finding four 
parameters 

DNiP TTKK   and ,,  
mathematically. 

The solution of them may be complex number. 
Complex number represents compensator cannot be 
realized. In this work, two tracking laws in real-time 
manner for finding parameters are developed and 
further simplification is made to reduce four 
parameters DNiP TTKK   and ,,  to be two 
parameters ( PK  and iK ) and avoid not real 
solutions of them. 

Note that the plant model )(sG  is generally not 
known exactly and may vary from producing 
environment changed (e.g. temperature). Therefore, 
real time computing process to find estimated model 

)(ˆ sG for computing and control is usually required. 

Once the estimated model )(ˆ sG  found, the method 
stated above for finding pre-compensator )(sP  and 
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PI/Lead compensator can be applied. The computing 
and control configuration shown in Fig.1 including 
relays and delays. It will result in sustaining 
oscillation for stable )(sG [8]. Then, the 
Laplace-transformation of )(sG can be derived 
from computing Fourier integrations of input/output 
signals of relays [11-15]. The estimating process is 
given in the next paragraph. 

Consider an mm ×  multivariable process in 
frequency domain as 
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The thji ),(  elements of the process are described by 
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The above equation represents it needs m  
individual procedures for identifying whole elements of 
an mm ×  multivariable process. Wang [11] 
proposed a decentralized relay- feedback identification 
method. Although all relays are used simultaneously, 
but it still needs m procedures with perturbing the 
amplitude of relays (H). If the oscillations in m  loops 
have common frequency cω , then the direct- current 
components and the first harmonics of these periodic 
waves are extracted as 
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)0(Ĝ  and )(ˆ
cjG ω  can be found by Equations (14) 

and (15). For industry process, first order dynamic 
models with time delays (FODPT) are usually used for 
modeling and control [8-13]. The thji ),(  elements 

of he estimated model )(ˆ sG  can be defined as  

10 += − sT/e)(ĝ)s(ĝ ij
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and values of ijL  and ijT  are evaluated from 

).(ˆ cij jg ω The pre-compensator can be found by 

)).0(ˆdet(/))(ˆ()(ˆ GsGadjsP =  Further on-line 
computing processes are developed to find parameters 
of PI/Lead compensator. 

The completely on-line procedure for finding 
parameters of the PI/Lead compensator is partition into 
five steps and discussed in detail. They are given 
below: 

Step 1: Find gain margin )0(GM  and phase 
crossover frequency 0CRPω  

The compensator K(s) is first set be identity 
matrix and introducing the relays in loop only. 
Finding the oscillating period ),0(T  )0(/20 TCRP πω =  
and calculating the equivalent gain )( 0CRPi jN ω  of 
the relay described by Equation (8). The gain margin 
found is defined as 

m/)j(N)(GM CRPi

m

i
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0 ω∑
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= . Averages of 

mijN CRPi ..,,2,1,)( =ω  is used in computing and 
control processes for responses of the plants have 
been balanced by the pre-compensators. Note that all 
parameters of P/PI/PID compensators by 
Ziegler-Nichols rules[15, 16] are given in this step. 
They need not sufficient process information but may 
give poor performance and robustness. 

ZN(P)  : 0.2/)0(GMK p = ; 
ZN(PI)  : )0(/2.1  and   2.2/)0( TKGMK ip == ; 
ZN(PID) : 8/)0( ),0(/0.2 ,60.0*)0( TKTKGMK Dip === . 

They are developed from large number of 
simulations of different processes. Further tuning step 
gives below will give a robust result for PI/Lead 
compensators with gain and phase specifications. 

Step 2: Find the proportional gain PK  for wanted 
gain margin is )1(GM . 

Using the gain margin found in step 1, the 
proportional gain )(GM/)(GMKP 10= . The gain 
margin will become to be )1(GM . The compensator 
in this step is .)( mP IKsK =  

Step 3: Find the integration gain iK  for wanted 
gain margin is )2(GM  with PK  

The selected value of )2(GM  is always less 
than that of )1(GM  for integration sKi /  in loop 
will destabilize the system. The tracking law for 
finding iK  is given below: 
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where T is the oscillating period , )(kTGn is a time 
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series and α is the adjustable parameter for tracking 
speed. The initial value )0(nG  is set to be 

0.10/PK  and value of α is greater than zero and less 
than one. Equation (17a) gives )()( kTGTkTG nn =+  

after )(GMm/)j(NGM CRPi

m

i

2
1

== ∑
=

ω  and 

TCRP /2πω = . The tracking law is a negative 
feedback loop for small )2(/ GMGM  ratio gives 
small value of iK  introduced into loop and large 
gain margin GM  will be and large )2(/ GMGM  
ratio gives large value of iK  introduced into loop 
and small gain margin GM  will be. Therefore, 
Equation (17a) will give a steady-state value 

)(kTGn (i.e., iK ) after )2(GMGM = . Note the gain 
margin is the absolute value of )( CRPi jN ω  
described by Equation (8). The found compensator is 

miP IsKKsK )/()( +=  in this step. 

Step 4: Finding NT  and DT  from found phase 
margin )2(PM  and gain crossover 
frequency CRGω  with miP IsKK )/( +  

The time lag dT  in loop is used for finding 
phase margin )2(PM . The relationship of )2(PM  

and dT  is πω /180)2( CRGdTPM = . The tracking 
law for finding corresponding maximal time lag dT  
for )2(PM  is  
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where T  is the oscillating period, )(kTPn  is a time 
series and β is a parameter to  adjust the tracking 
speed. The value of β is greater than zero and less 
than one. Equation (18a) gives )()( kTPTkTP nn =+  
after the wanted time lag 360/PMTTd ×≡  is found; 
i.e., 1=GM . Similar to the tracking law for finding 
the integration gain iK , the tracking law is a negative 
feedback loop also for small 0.1/GM  ratio gives 
small value of dT  introduced into loop and large gain 
margin GM  will be and large 0.1/GM  ratio gives 
large value of dT  introduced into loop and small gain 
margin GM  will be. Therefore, the tracking law 
will give a steady- state value of dT  after GM  
converged to be one and gives gain crossover 
frequency 2ππ/T.ωCRG =  

Consider phase and gain of a lead compensator 
)1/()1()( ++= sTsTsLead DN  with respect to the 

ratio of CRGNT ω/)/1(  and /100.TT ND =  NT/1  
is the corner frequency of the lead compensator. It 
gets maximal leading phase 26.28° and gain 1.118 
(0.97dB) for CRGNT ω2/1= , and leading phase 
13.89° and gain 1.036(0.264dB) for CRGNT ω4/1= . 
In this work, lead compensation with corner frequency 
equal to or greater than two will be added if the found 

)2(PM  is not satisfactory. The overall compensator 
becomes .)]1/()1)(/[()( mDNiP IsTsTsKKsK +++=  
Note that found gain / phase margins will be greater 
than those of )2(GM  and )2(PM . 

Step 5: Step response verifications for found 
PI/Lead compensators.  

The tracking laws given by Equations (17) and 
(18) are used for finding the gain / phase margins 
( )3(GM / )3(PM ) and phase / gain crossover 
frequencies of the controlled system with found 
parameters: .T and T,K,K DNip  If the wanted 

)3(GM  and )3(PM  are not satisfactory, then go 
back to Step 1 to restart a new computing process. If 
it is satisfactory, then switches back to normal 
operation process. The flow chart of the overall 
on-line computing and control algorithm is illustrated 
by Fig.2 and applied to three numerical examples. 
The first example is described by first order dynamic 
plus time delay model(FODPT). The second example 
is described by high-order dynamic model. The third 
example is a system with large different response 
times between channels. Pre-compensators will be all 
realized by FODPT models. 
 
Ⅲ. Numerical Examples 
Example 1:  Consider the Wood and Berry binary 
distillation column plant [18]:  
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Estimating processes with relays (H=0.5) are shown 
in Fig.3; in which 1R  and 2R  are reference inputs 
and 1Y  and 2Y  are system outputs. The sustain 
oscillation frequency sradc /439.01=ω  for loop 1 
closed with relay and time lag is 3.0 seconds. The 
time delay is used to slow down the oscillating 
frequency [1-3] for reducing computing efforts of 
Equations (14) and (15). Using Equations (14) and 
(15), the found )0(ˆ

1jG , and )(ˆ
11 cj jG ω  are 
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The sustain oscillation frequency 
sradc /3066.02=ω  for loop 2 closed with relay and 

time lag 3.0s. Using Equations (14) and (15), the 
found )0(ˆ

2jG , and )(ˆ
22 cj jG ω  are 
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Using FODPT dynamic models given in Equation 
(16), we have 
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The on-line computing for finding parameters of 
PI/Lead compensator is given below: 

Step 1: Oscillating period 
== 0  (i.e., 41.21)0( CRPsT ω  )/293.0 srad  

and gain margin 04.9)0( =GM  are found 
with relays added. 

Step 2: Proportional gain 013.3=pK is found for the 
wanted gain margin =)1(GM  

s).3.0(9.54dB  

Step 3: Integration gain 172.0=iK  and phase 
crossover frequency =CRPω srad/21.0  are 
found for the wanted the gain margin 

8dBs).2.5(~GM(2) =  
Step 4: Phase margin     99.27)2( andPM °= =CRGω  

srad /123.0  are found for =),( ip KK  

)172.0,013.3(  and parameters of the lead 
compensator  andT CRGN   08.42/1 == ω  

00408.0 =DT  are evaluated. 

Step 5: Final results are =°= CRGPM ω ,1.60)3(  

srad /130.0 , 65.2)3( =GM  )46.8( dBs  
and ./439.0 sradCRP =ω  

 
Final results and three other methods are 

presented for comparisons and showing the merit of 
the proposed method. They are Ziegler-Nichols 
method[4] for finding PI and PID compensators, and 
Wang’s method[11] for finding cross multivariable 
PID compensator. Parameters of four found 
compensators are given below: 

Proposed: 
;0408.0  08.4  ,172.0  ,0132.3 ==== DNip TandTKK

 

ZN(PI): 
056.0)0(/2.1  109.42.2/)0( ==== TKandGMK ip

 

ZN(PID):  034.0)0(/2 ,424.56.0*)0( ==== TKGMK ip
 

676.28/)0( == TKand D  
Wang’s: 

⎥
⎦

⎤
⎢
⎣

⎡
+−+−−

−+−+
=

)25.4/11(0660.0)796.023.4/11(0674.0
)804.0445.0/11(0102.0)92.3/11(184.0

)(
sss

ss
sK

 

The ZN(PI) and ZN(PID) compensators are 
found after pre-compensator )(ˆ sP  has been added 
to the system. Wang’s compensator is applied to the 
system without ).(ˆ sP  The time responses of them 
are shown in Fig.4; in which 1R  and 2R   are 
reference inputs and 1Y  and 2Y  are system outputs. 
It shows the proposed method gives better 
performance and decoupling results than those of 
other three methods. Wang’s method gives larger 
cross couplings than that of the proposed method. 
This is due to the phase crossover frequency was used 
for evaluating the cross compensator. Gain crossover 
frequency for decoupling is usually preferred. 

 
Example 2. Consider the multivariable process given 
by Palmor et al. [19] as 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+++++

++
−

++=

)15.0()12.0)(11.0(
4.2

)12.0)(11.0(
1

)12.0)(11.0(
1

)12.0()11.0(
5.0

)(
22

222

sssss

sssssG  (24) 

The elements of plant )(sG  are described by 
four high-order dynamic models. Estimating 
processes with relays (H=0.5) are performed. The 
oscillation frequency sradc /8878.01=ω  for loop 1 
closed with relay (H=0.5) and time lag 3.0s. Using 
Equations (14) and (15), the found (0),G j1

ˆ  and 
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)(ˆ
11 cj jG ω  are 

⎥
⎦

⎤
⎢
⎣

⎡
=

0.1
5.0

)0(ˆ
1jG                        (25a) 

and 

⎥
⎦

⎤
⎢
⎣

⎡
=

−
−

0360.1/
079.2/

)8878.0(ˆ
03939.0

04617.0
6634.2

j

j
j

e
e

jGe         (25b) 

The oscillation frequency sradc /8124.02=ω  
for loop 2 closed with relay and time lag 3.0s. The 
found )0(ˆ

2jG , and )(ˆ
22 cj jG ω  are 

⎥
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⎤
⎢
⎣

⎡−
=

4.2
0.1

)0(ˆ
2jG                       (26a) 

and 

⎥
⎦

⎤
⎢
⎣

⎡
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−

−
−

463.0/
030.1/

)8124.0(ˆ
07952.0

838.2
4372.2

j

j
j

e
e

jGe     (26b) 

The estimated model of the plant )(ˆ sG  is 
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1597.0
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0.1
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5.0

)(ˆ    (27) 

The pre-compensator )(ˆ sP  is  
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2.2
1)(ˆ    (28) 

The results of on-line computing procedures for 
finding parameters of the PI/Lead compensator are 
given below: 

Step 1: Oscillating period == 0  (i.e., 6197.1)0( CRPsT ω  
)/879.3 srad  and gain margin 25.4)0( =GM  

are found with relays added. 

Step 2: Proportional gain 417.10.3/251.4 ==pK  is 
found for the wanted gain margin 

0.3)1( =GM  )54.9( dBs . 
Step 3: Integral gain 7808.1=iK  and phase 

crossover frequency =CRPω  srad /174.3  
are found for the wanted gain margin 

)8(~5.2)2( dBsGM = . 

Step 4: Phase margin 1.727rad/sω  and  45.9PM(2) CRG =°=  
are found for =),( ip KK )7808.1 ,417.1(  
and parameters of the lead compensator 

  4095.0414.1/1 == CRGNT ω and 004095.0  =DT  

are evaluated. 
 
 
 
Step 5: Final results are =°= CRGPM ω ,8.63)3(  

srad /965.1 , )6.11(82.3)3( dBsGM =  and 
./51.5 sradCRP =ω  

 
Final results and three other methods are 

presented for comparisons and showing the merit of 
the proposed method. They are Ziegler-Nichols 
method[4] for finding PI and PID compensators, and 
Wang’s method[11] for finding cross PID 
compensator. Parameters of four found compensators 
are given below: 

Proposed: 
004095.0   4095.0,7808.1,417.1 ==== DNip TandTKK

ZN(PI) : 7409.0   932.1 == ip KandK  

ZN(PID) : 
203.0  235.1 ,551.2 === Dip KandKK  

Wang’s: 

⎥
⎦

⎤
⎢
⎣

⎡
+++−

+++
=

)776.0/11(667.0)182.0785.0/11(25.3
)0911.0865.0/11(51.1)285.0/11(83.2

)(
sss

sss
sK

 
The time responses of them are shown in Fig.5; 

in which 1R  and 2R   are reference inputs and 1Y  
and 2Y  are system outputs. It shows the proposed 
method gives better performance and decoupling 
results than those of other three on-line computing 
and control methods. 
 
Example 3: Consider the solid-fuel boiler plant given 
by Johansson [11] 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

+

+
−

+
−

=
−

−

s

s

e
s

s
e

ssG
10

2

160
10

110
1

10.10
1

)(          (29) 

Estimating processes with relays (H=0.5) are 
performed. The oscillation frequency 

sradc /377.01=ω  for loop 1 closed with relay and 
time lag 3.0s. Using Equations (14) and (15), the 
found )0(ˆ

1jG  and )(ˆ
11 cj jG ω  are 

⎥
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⎤
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⎡−
=

0.0
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)0(ˆ
1jG                      (30a) 

and 

⎥
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⎤
⎢
⎣

⎡
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−
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0
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3770
058190

1311 ./e
)j.(Ĝe

j.
j.     (30b) 
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The oscillation frequency sradc /133.02=ω  
for loop 2 closed with relay and time lag 3.0s. The 
found )0(ˆ

2jG  and )(ˆ
22 cj jG ω  are 
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e
e

jGe    (31b) 

The found )(ˆ sG  and )(ˆ sP  are  
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and 
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The results of on-line computing procedures for 
finding parameters of PI/Lead compensator are given 
below: 

Step 1: Oscillating period  99.72)0( sT =   (i.e.,  
)/0861.0  0 sradCRP =ω  and gain margin 

94.6)0( =GM  are found with relays 
added. 

Step 2: Proportional gain 314.2=pK  is found for 
the wanted gain margin ).dBs54.9(0.3)1(GM =  

Step 3:  Integral gain 0615.0=iK  and phase 
crossover frequency =CRPω s/rad.06660  
are found for the wanted gain margin 

)8(~5.2)2( dBsGM = . 
Step 4: Phase margin  and  26.76(2) PM °=  

s  / 0.0408radCRGω = are found for 

)0615.0 ,314.2(),( =ip KK  and parameters of 
the lead compensator CRG1/1.414ωNT =  

0.1733DT and  17.33 == are evaluated. 

Step  5: Final results are ,3.59)3( °=PM  
sradCRG /049.0 =ω , )988.7(505.2)3( dBsGM =  

and ./143.0 sradCRP =ω  

Final results and three other methods are 
presented for comparisons and show the merit of the 
proposed method. They are Ziegler-Nichols method[4] 
for finding PI and PID compensators, and Wang’s 

method[11] for finding cross PID compensator. 
Parameters of four found compensators are given 
below: 

 

Proposed:  

1733.0   33.17  , 0615.0 ,314.2 ===≡ DNiP TandTKK  

ZN(PI)  : 0163.0,155.3 =≡ iP KK  

ZN(PID): 00685.0    0274.0 ,165.4 ==≡ DiP KandKK  

Wang’s : 

⎥
⎦

⎤
⎢
⎣

⎡
+

+++
=

)60/11(14.30
)04.28.58/11(08.3)10/11(61.2

)(
s

sss
sK  

Simulation results are shown in Fig.6; in which 1R  
and 2R   are reference inputs and 1Y  and 2Y  are 
system outputs. It shows the proposed method give 
better results than those of other methods. From Figs. 
4 and 6, one can see that the ZN(PI) and ZN(PID) 
gave bad performance and robustness, Wang’s 
method gave bad results for decoupling 
characteristics, and the proposed method gave better 
performance and decoupling characteristics 
simultaneously. 
 
Ⅳ. Discussions 

The pre-compensator described by Equation(1) 
decouples and balances the response times of each 
channels. Figs.4, 5 and 6 show the conclusions. Exa- 
mple 3 gives response of channel 1 is much faster 
than that of channel 2 of the uncompensated system. 
This is due to pre-compensator described by Equation 
(33) balances response times of two channels; i.e., 
introducing time lag to channel 1 to slow down time 
response. One can eliminate common delays(or 
dynamics) of each column of )(ˆ sP , then the 
characteristics of the compensated system becomes  

∏
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)](ˆ)([1)(  (34) 

That is, it becomes m SISO system design 
problems. The design steps given in Section II can be 
applied. The pre-compensator )(ˆ sP  of Example 3 
can be reformulated as 
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The identification process for channels 1 and 2 give 
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0838.0    38.8  , 0420.0 ,167.2 1,1,1,1, ===≡ DNiP TandTKK  
and 

168.0    8.16  , 0572.0 ,320.2 2,2,1,2, ===≡ DNiP TandTKK  

The simulation results are shown in Fig.7; in which 
1R  and 2R   are reference inputs and 1Y  and 2Y  

are system outputs. ZN(PI), ZN(PID) and Wang’s 
method are presented for comparison also. Fig.7 
shows Equation (35) speed up response time of 
channel while keeping decoupling characteristics, 
ZN(PI) and ZN(PID) give bad performance, and 
Wang’s method give bad decoupling characteristics. 
 
Ⅴ. Conclusions 

In this literature, a systematic on-line computing 
and control algorithm has been developed for 
analyses and designs of multivariable processes with 
multiple time delays. Identifications were performed 
by introducing relays and delays in loops. The plant 
dynamics was identified for finding pre-compensators, 
and parameters of PI/Lead compensators are tuned 
with wanted gain/phase margins. The compensated 
systems gave wanted gain/phase margins and better 
decoupling characteristics than those of other on-line 
computing and control methods. Three numerical 
examples have illustrated effectives of the proposed 
method. 
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Fig.1 The on-line computing and control structure. 

 
 
 

 
 
Fig.2 The flow-chart of the on-line computing and 

control. 
 
 
 

 
Fig.3 Outputs of on-line computing process. 

 
 
 
 
 
 
 
 
 

 
Fig.4 Time responses of Example 1. 

 

 
Fig.5 Time responses of Example 2. 

 
 

 
Fig.6 Time responses of Example 3. 

 
 

 
Fig.7 Time responses of Example 3 with two on-line 

processes. 
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特定增益與相位裕度下多變數程序之即時計算與控制 

蔡添壽 

國立虎尾科技大學飛機工程學系 助理教授 

 

摘   要 

在本篇文章中提出一個多變數程序即時解算與控制的方法，在系統化的解算程序與自動調整規則

中，求出前置補償器與比例積分/相位提前補償器，滿足事先設定的頻寬、相位裕度與解藕特性，不須

循環疊代求取比例積分/相位提前補償器中的參數，三個例子被用來展示提出的方法，由模擬結果比較

可得知，本法可以獲的較佳的系統性能與強健性。 

 

關鍵詞: 即時計算與控制、多變數程序。 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
國立虎尾科技大學飛機工程學系，雲林縣63208虎尾鎮文化路64號。 

Tel:+886-5-631-5537 
Fax:+886-5-631-2415 
E-mail: tstsay@ nfu.edu.tw 



國立虎尾科技大學學報  第二十六卷第一期 （民國九十六年三月）：43-54 

 54

 

 

 

 
 
 
 

 
 
 
 
 


